
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Tourgether360: Exploring 360° Tour Videos with Others 

Contemporary 360° video players do not provide ways to let people explore the videos together. Tourgether360 addresses this problem 
for 360° tour videos using a pseudo-spatial navigation technique that provides both an overhead “context” view of the environment as 
a minimap, as well as a shared pseudo-3D environment for exploring the video. Collaborators appear as avatars along a track depending 
on their position in the video timeline and can point and synchronize their playback. In this work, we describe the intellectual 
precedents for this work, our design goals, and our implementation approach of Tourgether360. Finally, we discuss future work based 
on this prototype.  

CCS CONCEPTS • Human-centered computing • Collaborative and social computing • Collaborative and social computing 
systems and tools 

 

Figure 1: Tourgether360 allows collaborators, represented by avatars, to tour together “inside” a 360-degree video. 

1 INTRODUCTION 

360° tour videos are an increasingly popular way of exploring remote destinations and environments. Such videos are 
typically shot using an omnidirectional camera mounted atop a tripod as the cameraperson continuously moves through 
an environment (e.g., by walking or driving). The videos provide viewers with the ability to freely look around, 
independent of the direction that the cameraperson was moving. Because of this freedom, they provide users with a rich 
sense of immersion—particularly when coupled with head mounted displays (e.g. [4,26]). 360 tour videos for a wide 
range of environments, from urban landscapes, museums, to college campuses, are abundant on online video platforms, 
such as YouTube. Some of these videos have already attracted over one million views. Collaborative viewing is also 
becoming increasingly important. Collocated or remote friends may want to watch 360° videos to experience immersive 
and social entertainment together, or such videos may be used in the educational context, with a class of students going 
on a virtual museum tour or virtual trip to cultural locations.  
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The problem is that current 360° interfaces do not provide effective support for collaborative navigation and 
exploration of 360° videos (e.g. [25]). With only a handful of exceptions (e.g.[16,22]) 360° video players are intended for 
single-person use; in addition to normal video playback controls, such video players need to provide a special, separate 
means for controlling the view orientation. On a desktop, orientation is controlled by grabbing the scene and moving it 
with a mouse; on tablets, this is augmented through gyroscopic sensors, and on a head-mounted display, orientation can 
be controlled by turning or tilting one’s head. Yet, there is little to no support for collaborative viewing of these 
immersive videos where two or more users watch the same video simultaneously and explore interesting parts of the 
video together.  

We propose a pseudo-spatial navigation metaphor for collaborative exploration of 360 videos inspired by a 
focus+context approach  [23] that allows both high-level understanding of video content and detailed focus on specific 
parts of interest while being aware of other user’s position, actions, and intentions. We realize this approach in a 
prototype system called Tourgether360, which allows several collaborators to explore a 360 video together. Figure 1 
demonstrates the system with two users watching the video. With Tourgether360, the video tour context is visualized 
as a path on a 2D map of the environment. This eases the coordination between users when finding points in the video 
with spatial locations visited in the video. When multiple users view the same video, their viewing position (time, space, 
and orientation) is embodied by an avatar directly in the video, and they can position and mark different points of 
interest for one another. This allows collaborators to experience the video as if they were embodied together in the video.  

2 RELATED WORK 

Navigation of 360 videos. Existing work on interaction with 360° videos has focused on supporting orientation 
navigation (directing one’s view in the video), and temporal navigation (controlling playback or directing one to 
interesting moments in the video). Prior work proposed supporting orientation navigation within 360 degree videos by 
automating this through computational measures (e.g. [9,18]), while other researchers have designed mechanisms to 
signal to viewers where the view should be oriented [11,18]. Mäkelä et al. [12] show that such  mechanisms can improve 
the experience, even if they are subtly distracting. Several researchers have also proposed new techniques for temporal 
navigation of videos. For instance, Petry & Huber [19] explore multimodal gestures for playback controls for 360° videos 
within a head-mounted display viewing context. Similarly, Ruiz et al. [21] apply this approach within a multi-person 
viewing context. Neng and Champbell present a 360° video player that augments the traditional timeline with cues 
representing points of interest, and regular thumbnails for some frames in the 360 video [14]. For scrubbing through 
videos, VRmiere provides a “Little Planet” navigation technique for these videos, which can provide some spatial 
awareness [15]. Li et al. explores a unique temporal navigation approach that blurs the boundary between navigating 
time and space using a visual tapestry constructed of “slits” of the video [10]. Our approach centers on the insight that 
navigation through video may be better supported through a semantic, contextual understanding of the content (i.e., 
what is in the video) rather than time leading to navigation to a particular place in addition to a particular time in the 
video. In the context of 360° videos, we explored a visual map-based approach that provides this context view, combined 
with the normal view of the scene, which is the focus view. 

Collaboration in Virtual Environments. When people watch 360° videos together, several communication 
emerge [12,20,25]: users do not experience social presence of other people during collaborative view of the 360 video 
[20], and they experience challenges coordinating and synchronizing between the users [1,2,5,6]. Many of the problems 
outlined by researchers studying collaborative viewing of 360° videos [20,24,25] are reminiscent of early CSCW research 
focused on Collaborative Virtual Environments (e.g. [26,27]), where designers were forced to contend with basic 
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awareness issues: (1) Where are my collaborators? (2) What can my collaborators see? (3) What are they looking at? (4) 
How can I draw someone’s attention to what I am talking about? While we can provide additional cues for awareness 
in 3D workspaces [7,8], most design approaches we see in collaborative video have not pushed the boundaries of the 
embodiments first envisioned in the mid-1990s. Particularly for experiences where viewers can watch simultaneously, 
there is a strong need for systems to provide an awareness of where others are viewing, and potentially gesture support 
to support communication and coordination [27,28].  

3 TOURGETHER360: USER EXPERIENCE DESIGN 

Building on prior work, we identified four major design goals for our system: 
• DG1: Support semantic navigation of the video space: users should be able to navigate based on landmarks and 

elements in the video rather than only using a timeline.  
• DG2: Support awareness of collaborators’ perspectives and temporal position: users should know what others are 

looking at, and where they are [13].  
• DG3: Enable smooth engagement and disengagement with collaborators’ perspectives: collaborators should be able to 

smoothly move between independent and synchronized modes of interaction [24,25]. 
• DG4: Support deictic reference with a semantic understanding of the environment: collaborators should be able to point 

and refer to things in the video and environment. 
Tourgether360 reconceptualizes viewing a 360° video as a shared virtual 3-dimensional space, and implements a 

number of unique features that increase users spatial understanding of the environment and enable allocentric navigation. 
We support each of the four design goals through separate features built into the system. 

Figure 2: Full Interface of Tourgether360 from the first-person perspective of a user (Bob), looking at the video and seeing the avatar 
of the other user (Alice). 

Pseudo-spatial navigation. Inspired by prior work, such as research by Noronha and colelagues [17], and the UI of 
the 3D video games, navigation affordances are supported by an overhead schematic interactive minimap of the 360° 
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video tour environment (Figure 2). The minimap provides a virtual path that represents the route on which the tour 
takes place, where the user’s position in the video is represented by a blue dot in space. Each collaborator’s gaze direction 
is represented on the minimap by the conical light beam. The minimap allows users to navigate through the video using 
spatial landmarks visible from the minimap (DG1) by clicking and dragging the mouse along the virtual path on the 
minimap (Figure 3).  The metaphor of the 3D space is also realized in the main video view. Here, the path of the video is 
represented by a virtual overlaid route seen in Figure 4, showing the forward and backwards route of the tour from the 
first-person perspective of the user in the environment, and helps enhance users’ spatial understanding.  
 

 

Figure 3: Minimap of the Florence Cathedral environment shown in one of the 360 videos we used in the study. Here, the path taken 
in the 360 video is represented by the red line. Alice and Bob are at different parts of the video, where their viewing orientations are 

represented by a cone. Finally, spheres represent marked “points of interest” that were placed by the collaborators. 

 

Figure 4: Representation of a virtual route overlayed on top of the video. Taken from the user’s point of view, the path (highlighted 
blue) illustrates how the video tour will take the user around the cathedral. Because Tourgether360 understands the architecture of 

the space represented in the video, the line path is cropped at the edge of the cathedral. 

Collaborator Embodiment. As illustrated in Figure 5, each collaborator is embodied by an avatar in the 3D video tour 
scene. The avatar is a flying spherical robot with four antennas indicating the “face” part of the robot. This “face” is 
synchronized with the user’s camera’s forward vector to indicate the gaze orientation. This embodiment approach in 
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the 3D scene provides awareness of others’ temporal position and view orientation (DG2). When collaborators are 
watching the video together, the apparent distance between two avatars in the 360° scene is equivalent to the temporal 
distance between two collaborators. To maintain the illusion that collaborators are navigating a 3D environment rather 
than a video (DG1), collaborators’ avatars are presented using a silhouette representation if they would normally be 
occluded by the architecture of the space (Figure 6).  

Collaborators can use the embodiments to engage and disengage smoothly with each other through view 
synchronization. A user can assume a spectator role by double clicking on another collaborator’s avatar, which 
synchronizes both collaborators so that both playback and view orientation are synchronized to the guide. Users can 
regain control by simply moving their orientation or explicitly navigating once again.  

 

Figure 5: Representation of the user avatar overlayed on the top of the played video on the virtual route line 

 

Figure 6: A collaborator’s avatar is rendered as a silhouette if they would normally be occluded by the environment (here, by the wall 
of the building). 

Pseudo-spatial annotation and allocentric navigation. As illustrated in Figure 7, users can annotate and navigate 
the environment with artificially created landmarks – pseudo-spatial markers placed by directly in the environment of 
360° video tour. The markers are visible to everyone and, from the user perspective, diminish or increase in size 
depending on the closeness of the user to them. This allows users to communicate about the environment via deictic 
reference (DG4) and reinforces the notion that the annotations are about the semantic space (DG1). Users can instantiate 
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markers by double clicking at the point of interest in the environment where they want to place them. Clicking on a 
marker will teleport the users to the point of interest and time in the video when this marker was instantiated. Users 
also can delete the existing markers by double clicking on them. 
 

 
Figure 7: Representation of pseudo-spatial markers placed on the walls of the Florence Cathedral by two users (Alice and Bob). 

4 SYSTEM ARCHITECTURE 

We created Tourgether360 using the Unity game engine environment. The multi-user functionality was supported by 
Unity’s Multiplayer Networking library (MLAPI). We employ vision techniques to understand geometric features of the 
space, the route, and then place this within a 3D environment. 
Route Extraction from 360° Tour Video. The virtual route was extracted using Simultaneous Localization and 
Mapping technique (SLAM), specifically through its open-source implementation in the package ORB-SLAM [13] run 
on monocular 360° videos using the omnidirectional camera model on a per-frame basis. The algorithm generated the 
camera’s spatial coordinates (x, y & z) and rotational orientation (quaternions) relative to a central coordinate system, 
and the virtual route was constructed by sampling from these spatial coordinates at an interval of 0.5 seconds and joining 
the resulting points. 
Invisible 3D layer Overlaid on Top of The Video. In addition to the virtual route, to support all our pseudo-spatial 
design affordances, we overlaid the video environments played in Tourgether360 with the invisible 3D models of the 
environments depicted in the video. We extracted the models of the locations from Google Maps geo-information system 
and aligned the models with the 360° video of the location through a manual calibration process, in which the models 
were scaled, positioned and rotated to reflect their size, position and angle in the actual video. We used RenderDoc1 to 
extract Google Map’s 3D buffer cache of the location, removing the unnecessary parts of the 3D models that were not 
visible in the video using Blender2.  
The 360° video is rendered on a sphere around each user, which engulfs the 3D models, the virtual route, and the avatars 
of other users. On each client, only the sphere corresponding to the local player is rendered. Each sphere along with the 
parented user’s avatar at their center, move independently along the fixed route in the virtual unity space (Figure 8). For 
aligning the video with the stationary invisible 3D model while the video is playing, a rotation correction is subsequently 

 
1 https://renderdoc.org/ 
2 https://www.blender.org/ 
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applied to the video sphere. As in the case of computation of virtual route, the exact values of camera rotation for the 
rotation correction of the video sphere are computed through the SLAM algorithm, which reports these values in terms 
of quaternions for each frame in the video. 

 

Figure 8: Overhead diagram of two users (and their video spheres) moving along the virtual route in the environment. Here for user 1 
only the green sphere and the avatar of user 2 is rendered and vice versa. Note: The spheres are made small for visualization 

purposes, in the actual system they engulf all of the 3D model and the route. 

This combination of the video and 3D models provides dynamic occlusion of users’ avatars, and the virtual route. For 
instance, if the other user’s avatar moves behind a wall, the avatar changes to a silhouette-like appearance. The 
implementation of this function was via a custom shader, which although is transparent (to allow for the unobstructed 
view of the video), tints the shaders of specific objects like avatars to a red fresnel (silhouette) shader when occluded 
(e.g., Figure 9). Similarly, the path is occluded when it is obstructed by any solid spatial entity. 

 

Figure 9: 3D model of Asakusa Shrine Complex that we used as a virtual overlay for the corresponding video used in the study. (a) 
The model with a custom transparent shader that is used as a direct video overlay (traced for clarity), (b) The textured model used as 

an overlay for the minimap. 

Pseudo-Spatial Markers. We implemented the ability to mark the spots in the environment by using pseudo-spatial 
markers, represented by the flashing sphere model. The pseudo-spatial positioning of the markers in space was 
implemented via a ray-casting technique, where a ray from the mouse cursor points on the screen determined the 
position of the marker in the location where this ray hit the 3D model of the environment. When markers are created, 
the markers are instantiated and positioned directly on the 3D model. Users perceive the elements as if they are 
synchronized with the actual video, appearing to stick to the place where they were instantiated.  

A B
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5 FUTURE WORK AND CONCLUSIONS 

The current design of 360 video players makes it hard to comfortably enjoy and navigate such videos with others—
particularly when the goal is to communicate, coordinate and socializing with other people. Tourgether360 extends prior 
work on providing spatial means of understanding and watching 360° videos [17]. It supports spatial navigation on an 
architectural minimap and simulates a co-habited space with other collaborators. Yet, our work to this point has been to 
design and build a prototype that we (as designers) are comfortable to use and play with. There are a number of 
important future directions, including both user experience studies and technical work, that we are currently exploring 
in follow-up work. 

Evaluation of Tourgether360 as a Social Experience. Our aim in designing and building Tourgether360 was to 
make 360 tour video viewing a social experience. We will conduct a study that explicitly explores how the awareness 
and communication affordances support this. In particular, our expectation is that people will find the use of the avatars, 
the minimaps and the landmarks useful; however, this may depend a lot on the task. It seems likely that the availability 
of these affordances, since they are not normally available, will create entirely new patterns of behaviour and 
conversation which we have yet to observe. To what extent, for instance, do the avatars support this social experience 
versus the icons on minimap, or how does the landmarking functionality support interaction and discussion about the 
environment and video when collaborators may be viewing a landmark at different points in time? While our intention 
is to smooth interaction for such experiences, it is unclear whether Tourgether360 does this better than a conventional 
interface (e.g. sitting side-by-side in front of a computer). 

We plan to objectively assess participants’ performance and experience in a formal user evaluation. We will 
incorporate objective quantitative measurements of system usability and participants performance, as well as use formal 
techniques for evaluation of user experience, particularly in the aspects of embodiment, co-presence, and collaboration. 
Further, we will compare our system with a control condition, where the participants will collaborate over 360 videos 
using conventional video-based navigation and awareness techniques. In addition, we will create several experimental 
conditions with different combinations of system features, to assess their effectiveness and come up with 
recommendations for the design of future systems. 

Extensions for Head-Mounted Displays. This work explores 360° video viewing from the perspective of desktop 
computer use, where providing a minimap in the periphery of the display is an accepted practice (from video games). 
Yet, it is unclear how to modify this approach for head-mounted displays. We are actively pursuing how to provide 
awareness of others’ activities in 3D workspace when collaborators are wearing head-mounted displays. This type of 
viewing apparatus should create an even more immersive one (albeit possibly nausea-inducing).  

Extensions for Non-Tour 360° Videos. Our approach relies on 360° video tours, where a single camera moves 
through a relatively fixed architectural space. Yet, while many videos on popular platforms are recorded as tour videos, 
not all 360° videos are recorded in this way. We need to investigate how non-tour 360° videos are explored and watched 
to understand what kinds of approaches would be appropriate for viewing collaboratively with others. 

This work presents Tourgether360, a prototype designed for collaborative viewing of 360° video tours. It presents a 
novel interface for exploring 360° video tours that is grounded spatial navigation (as opposed to temporal navigation), 
and is designed to support collaborative exploration of such videos between multiple viewers. 
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