Watching 360° Videos Together

Anthony Tang Omid Fakourfar
University of Calgary Calgary, Canada
{tonyt, omid.fakourfar}@ucalgary.ca

ABSTRACT
360° videos are made using omnidirectional cameras that capture a sphere around the camera. Viewers get an immersive experience by freely changing their field of view around the sphere. The problem is that current interfaces are designed for a single user, and we do not know what challenges groups of people will have when viewing these videos together. We report on the findings of a study where 16 pairs of participants watched 360° videos together in a "guided tour" scenario. Our findings indicate that while participants enjoyed the ability to view the scene independently, this caused challenges establishing joint references, leading to breakdowns in conversation. We conclude by discussing how gaze awareness widgets and gesturing mechanisms may support smoother collaborative interaction around collaborative viewing of 360° videos.
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INTRODUCTION
People watch fun and exciting videos with others using smartphones and tablets because it can lead to interesting conversations [14,16]. Yet, these conversations rely on sharing a common frame of reference—knowing what others have seen in these videos grounds the conversation. While this is straightforward with traditional 2D media, this becomes more challenging with so-called “360° videos,” which provide an immersive omnidirectional view: viewers can freely look around while these videos play out.

The common intention of 360° videos is to provide the viewer with an immersive experience, where they are encouraged to explore the scene themselves. Popular 360° videos feature exotic destinations (e.g. Mecca), extreme sports (e.g. mountain climbing, skydiving), wildlife tourism (e.g. dolphins, sharks) and music experiences (e.g. concerts), where the action happens around the viewer from all sides. 360° video players on mobiles use the gyroscope sensor, allowing people to turn the display around to view different parts of the scene. This freedom to control the view makes 360° videos exciting; however, such an interface is unlikely to work well in multi-person scenarios.

Our interest is understanding how people experience these 360° videos when physically collocated. We designed and conducted a study of 16 pairs watching 360° videos side-by-side. Together, they watched a moving video tour of our university campus, where the capture camera was ridden (on a bike) around near major landmarks around campus. In each pair, one participant provided an accompanying oral “tour” of campus to the other participant who was new to campus. We sought to understand how pairs would use virtual (i.e. in-video) and physical cues and frames of reference to orient one another during viewing.

Our findings suggest that participants enjoy the freedom of an independent view (like [19]). But, this independence creates challenges for properly orienting and understanding spatial references when watching 360° videos with others. Participants used visual cues such as the movement of the video and distinctive landmarks to overcome the challenge of disjoint perspective, and that they took advantage of being able to physically see one another to overcome these problems. Based on their experiences, participants suggested new features for such joint viewing experiences: gaze awareness cues (e.g. [15,11,2,3]), the ability to control playback speed, to smoothly move between disjoint views and shared (i.e. locked) views, and finally to tag moments in the video that might be of interest to later viewers.

This paper makes two contributions: first, we contribute the first study of collaborative 360° video viewing; second, based on the findings of the study, we contribute a set of design implications for 360° video players.

BACKGROUND
Watching Videos from Mobiles with Others. Increasingly, our social lives are mediated by and supported through mobile device interaction [20,17]. Porcheron et al. [18] describe how mobile phone use is interleaved into everyday collocated interaction with others—for instance, to support conversation (e.g. to get more information about a topic through search). Several authors have documented how people share video with one another to enjoy a shared experience [16], or to support conversation [14].
Sharing videos scaffolds conversation and interaction: watching videos together makes them a shared, common frame of reference, knowledge of which allows people to engage in a shared social experience. Based on this, several design explorations put media sharing on mobile devices at the centre of a collocated social experiences (e.g. [1,4,22,13]). Yet, how to do this sharing effectively is unclear with 360° videos, where the “action” may not be in the centre or default field of view.

360° Videos. 360° videos put the viewer in the centre of a video sphere. As the video plays out in time dimension (t), the capture location of the original camera can move (x,y,z), and the viewer controls the pitch and yaw of their view. Viewing interfaces for these videos use two mechanisms for controlling pitch and yaw: drag and gyroscope. The drag control (activated using a mouse on a PC, or touch on tablets and phones) moves the spherical sector. The gyroscopic interface (available on tablets, handhelds and head-mounted displays) moves this spherical sector in relation to the movement of the device. On tablets and handhelds, both interfaces are available simultaneously.

Joint References in Collaborative Virtual Environments (CVEs). A related domain is prior work that explores how collaborators maintain awareness of one another’s focus and intention in collaborative virtual environments (i.e. VR environments inhabited with others). Early work first identified this awareness problem within CVEs [8,9], and recent efforts have explored how to address these awareness through pointing gestures and expanded field-of-view [21]. As pointed out by Wong & Gutwin [21], however, little has been done to address this problem in the many CVEs that people use every day.

STUDY
We designed an observational lab study where pairs completed a “tour of campus” scenario, where one participant gave a verbal tour to accompany a time-synchronized 360° video of our university campus. We were interested in how pairs would experience immersive 360° videos together: specifically, how they would discuss things in the video, the kinds of challenges they would encounter, and how they would overcome these problems. The study task was chosen to ensure participants would consistently have something novel to see and discuss. By recruiting pairs where one participant was already familiar with campus, we ensured that at least one participant would have meaningful things to say about the video—i.e. rather than participants having only surface-level discussions.

Design. We used a two condition (interaction technique: gyroscope vs. touch) within-subjects design for the study. We expected that each would have different kinds of benefits to collaborative video viewing: that gyro would provide cues as to where someone was looking, but that drag would make it easier to see what a partner was actually looking at. Interaction technique presentation order was counter-balanced across groups.

Participants. We recruited 16 pairs of participants (32 total participants; 17 females; 16-30 age range, median: 23.5), where pairs knew each other beforehand, and consisted of one participant who knew campus well (all were students or ex-students) and the other not familiar with campus. 24 participants had viewed 360° videos in the past, 13 had viewed them from a phone or tablet, and 6 had experiences with head-mounted displays to view 360° videos.

Materials. Participants used two iPad Air 2 tablets (9.7"x6.6" physical dimensions; 2048x1536 pixel resolution) to display the 360° videos. We created a 14-minute 360° video tour of our campus, where an author rode a bicycle along the main outdoor thoroughfare of the university. This video was played back without audio.

Method. The participant familiar with campus was the “tour guide”, while the other participant was asked to pretend s/he was a “new student” on campus. Prior to beginning the tour, the tour guide was given a map of where the video tour of campus would go, and asked to provide a tour to the new student, discussing interesting landmarks, personal anecdotes about buildings, daily routes, and so forth.

Pairs were seated on swivel chairs, and each given an iPad with the video. They completed the first half of the tour using one interface, and the second half of the tour using the second interface. The videos were started simultaneously, and oriented in the same direction to begin. Once the task was complete, participants completed a questionnaire about their experience and a verbal debrief.

Data. We collected a video recording of each session.

Findings
Viewing Preferences. Participants’ preferences between the interfaces were evenly split (50% gyroscope; 50% drag). Participants’ main concern over the gyroscopic interface was that it caused some dizziness due to the movement, and that it was somewhat inconvenient/unnatural. In contrast, several participants suggested that the drag interface was more comfortable, as it allowed them to explore the entirety of the video without needing to move around physically. Unless specifically noted below, these preferences did not seem to factor into people’s experiences in the study.

Every participant watched the video independently from their own devices. The “new students” (who were not familiar with campus) particularly enjoyed the flexibility of being able to look around the environment independently of the tour guide. Thus, while the “tour guides” tended to stay focused on the path that the video was headed, where the bike ride revealed new parts of the environment to discuss, the new students tended to look around, exploring the scene independently. The associated video figure illustrates how much new students looked around.

We observed numerous instances when the tour guide would be speaking about a landmark or object of interest, but the new student was looking at something else in the
This additional verbal coordination is needed because participants have independent views: “[With two iPads, we have] to describe where everything is. There was a small amount of confusion between which landmarks were being described because [we] were looking at different things.” [P8]

Knowing where the other participant was looking helped support joint references. With the gyroscope interface, it was evident where someone was looking based on their body posture. This is illustrated well in the video figure, where a pair of participants engaged in “synchronized viewing”, where they mimicked one another’s body position. Generally, this gaze information was not available, but seeing it would be useful: “[I wish] I could have seen the tour guide’s POV or some kind of indication of where the tour guide was looking at (ie: like a symbol on the screen).” [P1]

**Pointing and Glancing.** We observed participants pointing and gesturing with varying frames of reference. Figure 1 illustrates a sequence where a tour guide points to an off-screen landmark using a twisting hand gesture (left). This gesture uses the new student’s view (that she can see): she expects the new student to turn her device to see the landmark is. Once the new student oriented properly to the landmark, she then points by tapping on the screen (right). In contrast, Figure 2 (left) shows a tour guide pointing using his foot to a landmark that is relative to his own point of view, and ultimately draws the new student’s attention.

Figure 3 illustrates a common phenomenon where participants would glance at his/her partner’s device. Sometimes, this glance was to understand the partner device’s orientation to either correct oneself or one’s partner (e.g. “No, turn like this so you can see over here…”). Other times, it was to understand what the partner was looking at. The physicality of the gyroscope interface provided a shortcut to this information, as body orientation gave this cue without needing to look at the screen. In contrast, with the drag interface, participants could not intuit what was being looked at by glancing at the orientation of his/her partner’s device. “[In the gyroscope condition, it] was easier to follow because I could see her body position and follow her, but in the [drag condition, it] was harder ... when I got lost.” [P11] Accordingly, we observed participants glancing at partner screens more often in the drag interface condition (Figure 3).

Not all participants arrived at these workarounds, which simply resulted in not being able to see the same things: “I wanted to point at things, but I couldn’t exactly do that, so I basically just kind of had to let my friend find it for herself, or swipe [sic] on her screen so that she saw it.” [P2]

**Missing the Reference.** We also saw numerous instances where new students missed seeing a landmark because they were looking at something else. In these instances, the landmark was no longer in view—for instance, the cyclist recording the video went around a building (e.g. “Oh, it’s
too late, you missed it.”). This was not consequential in our task, but participants commented on this in relation to the inability to control playback speed: “There were some points where I probably would’ve stopped and talked about some of the places, also I wanted the route to be different since I would want to go by more of the places I knew. [P3]; “Sometimes if we went too fast, we would miss some of the buildings and then we would just have to move on to the next part of the tour. [P9]

**Direction.** One strategy that most teams developed (15/16 pairs) was to use the direction of the cyclist in the source video as the “canonical” forward direction. Thus, the cyclist was always considered to be “straight ahead” or “forward”, and directions could be described in relation to the implicit “movement” in the video. Directions would be articulated from the cyclist’s perspective. For example: “If you see to the right, that building, with all the smaller buildings, that’s the engineering building. Directly ahead […], that’s the new residence [building]. [P10; 0:10]” Here, we see that the video’s movement provides not only a common anchor that participants used to resolve situations where each was looking in different directions or objects. Similarly, participants would refer to “left” or “right” in relation to this inherent movement in the video.

**Using One Device.** Although participants were free to use a single device, no groups chose to do this. Tour guides preferred sharing a single device (10/14), whereas most new students preferred the freedom of an independent view (8/14): “I really enjoyed my own ability to move the camera around. In real life, that's essentially what I would be doing - looking around as a tour guide gives the tour. [P21]

**DISCUSSION & DESIGN IMPLICATIONS**

Participants regularly pointed to the challenge of building a shared understanding of what was being looked at and discussed. This challenge arises because people are given the freedom (and encouraged, in many ways) to look around in a 360° video. This presents challenges for people when they try to view a 360° video together. We synthesize the ideas that arise from our study, and suggest design possibilities for addressing these challenges.

**Gaze Awareness and Gestures.** The principal communicative problem in viewing 360° videos with others is understanding what they are looking at in relation to conversation. This challenge is somewhat reminiscent of the challenges people experience when using mobile phones to engage in video chat, as the framing of targets/objects of interest becomes the principle problem [5,12]. Providing gaze awareness widgets is one way of addressing this challenge (e.g. [6,3,15,11]), though care must be taken in how to visualize gaze when there are a large number of viewers without overwhelming the view.

People need the ability to point, gesture or otherwise reference objects in the video. We observed people simply reaching over to point at others’ screens; however, this does not scale if there are multiple viewers. Furthermore, touching the screen is overloaded with changing the view on the screen, which was not always the intent of pointing.

Of interest is how participants gravitated towards verbal cues that made use of “forward” to mean the “direction” of the cyclist who captured the video. This suggests that such verbal shortcuts are useful and desirable, and that we can either provide these kinds of cues (e.g. a compass to indicate which direction one is pointed), or introduce subtle movement into such a captured video to allow participants to orient one another.

**Head-Mounted & Tracked Displays.** A common way for people to view 360° videos is to use head-mounted and tracked displays. While appropriate perhaps for a single user experience, it is unclear how this translates in a multi-person scenario. As we saw in the study, people observe other’s physical posture to infer the direction (when they are using the gyroscope interface). This strategy would be obviated with head-mounted displays that obscure peripheral vision.

**Temporal Exploration and Annotations.** Just as people can deviate in their view of the space, it may make sense to allow a limited amount of deviation in time, but then be able to “snap back” to where they were looking together before. Space and time are connected in viewing these kinds of videos, and while this freedom might be desirable, we need to give people additional affordances that they do not have with normal videos. Several participants suggested providing the ability to annotate the videos with markers (thereby allowing others to view the landmark later, even if the landmark is out of view).

**Joint Views.** As we scale up to larger groups or heterogeneous groups (e.g. educational contexts where a teacher guides a group), we need to consider how to give people the freedom to explore, and then to come back to the views of others. This means being able to understand where others are (in terms of orientation or time), to snap to it, and/or to observe where “the majority” are looking etc. This depends a lot on the specific context (e.g. educational vs. casual), and this warrants a careful consideration of the design space of viewing freedom (e.g. being able to orient freely vs. with certain constraints; being able to slow down, pause or speed up playback on an individual basis vs. being tied to a common playback timestamp and speed). While people enjoy the freedom of having their own view [19], this may not necessarily be the best approach for group work [7].

**CONCLUSION**

360° videos have opened up an entirely new way for people to immerse themselves in new places and experiences. Yet, by studying how pairs view 360° videos in an observational lab study, we have demonstrated that current interfaces do provide desirable experience for shared viewing. Because a core aspect of the 360° video immersion is the freedom to explore the scene on one’s own, we need to provide
effective mechanisms for people to be aware of one another’s perspectives, as this impairs effective communication in these experiences.
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